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Abstract

Total water levels (TWLs) at the coast are driven by a combination of deterministic (e.g.,

tides) and stochastic (e.g., waves, storm surge, and sea level anomalies) processes. The con-

tribution of each process to TWLs varies depending on regional differences in climate and

framework geology, as well as local-scale variations in beach morphology, coastal orientation,

and shelf bathymetry. Large-scale changes to the climate altering the frequency, direction,

and intensity of storms, may therefore propagate to the nearshore differently, amplifying

or suppressing local coastal hazards and changing the exposure of coastal communities to

extreme TWLs. This study investigates the hydrodynamic and geomorphologic factors con-

trolling local TWLs along high-energy United States coastlines where wave-influences dom-

inate TWLs. Three study sites in the states of Washington, Oregon, and California are

chosen to explore how regional and local differences in beach topography and wave trans-

formation over shelf bathymetry drives variations in the magnitude and impacts of extreme

TWLs. Results indicate that TWLs are most influenced by wave transformation processes

in locations with steep beach slopes and complex offshore bathymetry, while beach topog-

raphy influences the severity of coastal impacts. Once the relative morphologic controls on

TWLs are better understood, hypothetical future climate scenarios are explored to assess

how changes to the average deepwater wave climate (height, period, and direction) may

alter local TWLs when compared to estimates of likely sea level rise and future coastal
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management strategies. Changes to the wave climate are found to be as detrimental to the

coastline as sea level rise in some locations, where small variations of the TWL drive large,

nonlinear changes in hours of impact to the backshore beach. Overall, this study develops

an approach for quantifying the range of hydrodynamic and morphologic controls on the

magnitude of TWLs which will ultimately better prepare coastal communities for uncertain

changes to the global climate.

Keywords: total water levels, wave climate, runup, morphology, bathymetry, climate

change, US West coast

1. Introduction1

Sea level variability at the coast is driven by numerous processes varying over timescales2

of hours to days (e.g., storm surge and tides [1]), months to years (e.g., seasonal cycles,3

ocean/atmospheric variability, eddies, and gyres [2, 3, 4, 5]), and decades to centuries (e.g.,4

vertical land motion, thermal expansion, and ice melt [6, 7]). Global sea level has risen 1.75

mm/yr over the last century [8] and 3.4 mm/yr since the early 1990s [9]. Recent observa-6

tions suggest this rate has accelerated over the last 25 years [10]. Paired with intra- and7

interannual sea level variability, rising seas will continue to impact coastal communities with8

more frequent flooding [11, 12].9

On open coast beaches, the wave-induced water level, or wave runup, the combination of10

wave setup and swash processes [13, 14, 15, 16], acts on top of sea levels, extending the reach11

of high water levels farther inland to drive flooding and erosion. While understanding the12

mechanisms driving wave runup has been an active area of research over the last few decades13

(e.g., [17, 18, 19, 20, 21, 22, 23, 13, 24, 14, 15]), there has been less focus on how changes to14

the wave climate will affect total water levels at the shoreline. Without an understanding15

of how future changes to storminess may impact the coast, coastal communities will lack16

crucial information to adequately plan for future hazards.17
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Wave runup, dependent on both the wave climate and local beach characteristics [23,18

25, 14], is a major contributor to coastal total water levels (TWL; [26, 27, 28]) and flooding19

and erosion events [29, 30, 31]. The understanding of the contribution of waves to extreme20

TWLs, however, has thus far been presented on a global [26] or regional basis [27, 28], lim-21

iting analyses to the large-scale hydrodynamic and climatic processes driving TWLs, rather22

than local-scale influences. Much like the temporal and spatial variations in hydrodynamic23

processes driving variability in coastal sea levels, spatial and temporal variations in local24

beach morphology and wave conditions can lead to corresponding variability in both setup25

and swash.26

Wave runup is often parameterized as a function of wave height, wave length (which27

is a function of wave period), and local beach slope [23, 25, 14]. The slope of the beach28

topography is typically measured around the shoreline, termed foreshore beach slope, or from29

the shoreline to the dune toe, termed backshore beach slope. Beach slopes vary spatially30

and temporally due to wave climate, grain-size, and sediment supply [32]. Seasonal and31

storm-induced changes in beach slope can therefore lead to differences on the order of 1 m in32

wave runup [33]. A number of studies have also suggested that the nearshore morphology, in33

particular the presence, shape, and variability of sandbars, may influence swash processes [34,34

35]. However, Cohn and Ruggiero [19] tested the relative influence of nearshore morphology35

and beach slope on wave runup using a numerical model and found beach slope to have a36

stronger influence on the elevation of wave runup than variability in subaqueous sandbars.37

Local variations in wave-induced water levels are also driven by differences in shelf mor-38

phology. Deep-water waves are subject to changes in their height, period, and direction,39

as they propagate over shelf bathymetry towards the shore. Morphologic features such as40

canyons, banks, capes, headlands, and islands may focus, divert, and/or transform wave41

energy through refraction, shoaling, diffraction, and dissipation [36, 37]. Waves measured at42

offshore buoys in deep water may therefore be very different than those that have traveled43

across the shelf [38], potentially producing longshore variation in TWLs.44

Despite the importance of the above-mentioned wave transformation processes in driv-45

ing nearshore variation in the wave climate, global [39, 40] and regional [41, 42, 43, 44]46
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projections of the future wave climate have thus far focused on changes to deep-water con-47

ditions. Across the Northern hemisphere, the average wave height is projected to decrease,48

while in contrast, there may be significant wave height increases in the tropics and Southern49

hemisphere [39, 40]. Furthermore, future changes to the global climate may increase the50

frequency of strong El Niño events [45], which alters the frequency, intensity, and track of51

storms across the Northeast Pacific. Thus, a changing climate will drive regional variation52

in the magnitude and frequency of storms.53

Along the mainland West coast of the United States (US), mean wave height is projected54

to decrease by approximately 2 to 20% [39, 42, 40], mean wave period is projected to increase55

by approximately 2 to 5% [42, 40], and mean wave direction is projected to shift anticlockwise56

(more waves from the south) by approximately 2 to 5% by 2100 [42, 40]. While significant57

progress has been made in projecting future deep-water wave conditions, downscaling of the58

deep-water wave conditions to the nearshore must be completed on a site to site basis to59

understand the local affects of these changes, which is computationally demanding and time60

intensive.61

In specific locations (e.g., the Hawaiian islands [46], coastlines in northern and southern62

California [47, 48]), as well as more generally on beaches, harbors, or structures [49], studies63

have begun to investigate the local consequences of future changes to the wave climate.64

Barnard et al. [48] and Erikson et al. [47] used future wave projections from dynamically65

downscaled Global Climate Models (GCMs) [42] to estimate flooding through an event-66

based approach by pairing low-probability storm events with sea level rise scenarios. Shope67

et al. [46] modeled the mean of the top 5% of winter and summer wave heights, as well68

as a range of incremental increases to this average based on potential changes in extreme69

dynamically downscaled wave conditions by 2100 [50]. Sierra and Casas-Prat [49] used70

another approach, exploring the range of variability to the future wave climate documented71

in the broader literature. Findings across all studies indicate modifications to wave forcings72

can have a measurable effect on physical processes such as erosion, overtopping, or flooding73

affecting coastal regions. Our study uses similar methodologies to Sierra and Casas-Prat [49]74

by investigating hypothetical future shifts in the wave climate, allowing for the analysis of75
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many future outcomes without the limitations of computational demands from downscaling76

many GCMs. Hypothetical distribution shifts can also be used to explore the existence of77

“tipping points” (i.e., how small changes to the system may drive large, significant changes)78

under various changes to climatic variables.79

Changes to the wave climate and sea level alone are not the only drivers of coastal80

change, as more uncertainty lies in changes to future morphological evolution, which rarely81

is considered in risk assessments of future coastlines. Recent research has shown that human82

modifications can alter coastlines just as much as changes to the future climate, and in some83

cases, make communities more prone to flooding due to specific adaptation interventions84

[51, 52, 53]. For example, coastal armoring (e.g., sea walls, rip rap revetments, etc.) is one85

form of protection used to prevent flooding and dune or bluff erosion. Hard armoring often86

cuts off the sediment supply to the beach, generating local erosion and steepening beach87

slopes. This steepening can drive a positive feedback loop, where steeper profiles cause88

higher TWLs, which in turn erode the beach face, continuing profile steepening. Beach89

nourishment often has the opposite effect (as long as the nourishment project lasts or is90

renourished) and flattens the beach.91

Because changes to the climate will alter storm systems in different manners around92

the world, this study develops an approach to quantify the many factors that control local93

coastal hazards (e.g., wave climate, beach morphology, and sea level) by comparing three94

sandy beaches on the high-energy, US West coast (one each in Washington, Oregon, and95

California). First, the influence of wave transformation over shelf bathymetry on coastal96

TWLs is investigated, then we explore the role that the spatial and temporal variability of97

beach topography plays in altering the magnitude of TWLs. Finally, hypothetical distri-98

bution shifts to the average wave height, wave period, mean wave direction, sea level, and99

beach slope are used to evaluate how future changes to each variable may affect the elevation100

of TWLs and their related impacts at each study site. Disentangling the relative morpho-101

logical controls on TWLs will help to better understand the dominant drivers of local-scale102

coastal impacts like flooding and erosion, which are relevant to planning and adaptation.103
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2. Datasets and Methods104

Three distinct sites along the high-energy US West coast (Figure 1) with near-complete105

wave and water level records, similar shelf widths, and high-resolution spatial and temporal106

beach topography were chosen to examine how regional differences in shelf bathymetry and107

beach topography influence extreme TWLs. Locations were selected due to the availability108

of high-resolution topographic data [54, 55, 56], previously known gradients in wave heights109

along nearshore contours due to wave transformation processes [36, 57], and the importance110

of the contribution of wave runup to extreme TWLs at each site [27].111

Our analysis is divided into four parts. First, we develop TWL time series at each site112

using deep-water waves and a uniform beach slope, representative of regional-scale morphol-113

ogy and hydrodynamic forcings. Next, we evaluate the influence of shelf bathymetry and114

beach topography on wave runup by producing multiple alongshore-varying TWL time series115

at each site, using 1) nearshore-transformed waves and a uniform beach slope, 2) nearshore-116

transformed waves and spatially-varying beach slopes, and 3) nearshore-transformed waves117

and temporally-varying beach slopes. The spatially-varying TWLs compared to the regional118

TWLs provide insight into the relative control each variable has on coastal TWLs, as well as119

the consequences for not including local features in TWL computations. Once the controls120

of morphology on TWLs have been fully assessed, we approximate how often extreme and121

hourly TWLs reach backshore beach features to better understand how spatial variations in122

TWL magnitude may affect the shoreline. Finally, we simulate hypothetical future climate123

conditions by shifting the average distribution of each wave climate variable (e.g., wave124

height, period, and direction) by a predefined amount and re-compute TWLs to estimate125

how a change to wave conditions may precipitate site-specific coastal hazards.126

2.1. Study Sites127

The North Beach subcell is a prograding, 30 km stretch of coastline in Grays Harbor128

County, Washington and is the most northern subcell of the greater Columbia River Littoral129

Cell. The Columbia River Littoral Cell is characterized by wide, gently-sloping, dissipative130

beaches, the majority of which are backed by prograding dune fields [58]. On average, the131
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mean grain size is 0.16 mm, containing some of the finest grain size and lowest sloping132

beaches within the Columbia River Littoral Cell [59, 58]. Offshore, the continental shelf is133

fairly narrow (30-40 km to the shelf edge) and contains many pronounced canyons (Figure134

1b). Grays Canyon lies directly offshore of the North Beach subcell, and is bounded by135

Quinault Canyon to the north and Willapa Canyon to the south. Annual average deep-136

water wave height, period, and direction is 2.5 m, 11 s, and 270◦ (arriving from the west),137

respectively. During the winter, the average deep-water wave height, period and direction138

is 3 m, 12 s, and 260◦ (arriving from slightly south of west). Tides are meso-tidal, with a139

mean range of 2.13 m [60].140

The Netarts Littoral Cell is a 17 km pocket beach on the northern Oregon coastline in141

Tillamook County. The Netarts Littoral Cell is bounded by two erosion resistant headlands,142

Cape Lookout to the south and Cape Meares to the north. The headlands extend to deep143

water, restricting sediment transport between them. In general, the steepest beach slopes144

are adjacent to the headlands, where the beach is composed of sediment locally sourced from145

the headlands [61]. The mean grain size for the cell is 0.17 mm, classified as fine sand [59].146

The Oregon continental shelf is also fairly narrow (15-20 km to the shelf edge) and uniform147

(Figure 1c), but contains banks to the south and the Astoria Canyon to the north (shown148

in Figure 1b). This study focuses on Netarts spit, a 9 km stretch of coastline in the Netarts149

Littoral Cell home to Cape Lookout State Park, a popular campsite and day use area on150

the Oregon coast. The erosion on Netarts Spit was minimal prior to the 1982/83 El Niño151

[62]. However, post 1982/82 El Niño, the Netarts Spit has been eroding along the southern152

end of the cell and accreting towards the north [63, 62]. The annual average deep-water153

wave height, peak period, and direction in the region is 2.5 m, 11 s, and 275◦ (arriving from154

slightly north of west) and 3 m, 12 s, and 265◦ (arriving from slightly south of west) during155

the winter, similar to the Washington wave climate. Tides are micro-tidal, with a mean156

range of 1.90 m [60].157

The San Francisco Littoral Cell extends from Point Reyes to Point San Pedro and is158

located in north-central California. Our study site focuses specifically on an approximately159

25 km stretch of coastline extending from Golden Gate inlet southward to Point San Pedro160

8



(Figure 1d). This stretch of coastline consists of sandy beaches, sea cliffs and bluffs, and a161

continental shelf extending 40-50 km to the shelf edge. Large parts of the coast are highly162

urbanized with rip-rap and seawalls to protect vulnerable coastal communities and critical163

infrastructure. The northern extent of our study site, Ocean Beach, is located directly south164

of the Golden Gate inlet and is impacted by a massive ebb tidal delta [57] that covers a165

surface area of 150 km2 and has significantly evolved over the last century due to changes166

in sediment supply [64]. The southern extent of Ocean Beach has experienced decadal-scale167

trends in erosion [64, 56, 65], while the northern extent has been accreting [66, 55].168

The mean grain size for Ocean Beach is 0.3 mm [56], classified as medium sand, and169

coarser than the Washington and Oregon study sites. While the San Francisco Littoral Cell170

is north-south trending, the California shoreline is oriented slightly more south than the171

Oregon and Washington study sites, whose shoreline’s are west-facing. Complex offshore172

bathymetry includes Cordell Bank off Point Reyes to the north, a small canyon to the173

south, the Farallon Islands directly offshore, and in the nearshore, the Golden Gate ebb-174

tidal delta. The northern California coastline is subject to slightly smaller, but longer period,175

waves than Washington and Oregon, coming from predominantly the northwest. The annual176

average deep-water wave height, peak period, and direction in the region is 2.5 m, 12 s, and177

290◦ (arriving from the west northwest) and 2.7 m, 13 s, and 280◦ (arriving from the west178

northwest) during the winter. Tides are micro-tidal, with a mean range of 1.25 m [60].179

Hereinafter, each study site is identified by their state acronym, where WA, OR, and CA,180

refer to the North Beach subcell, the Netarts Littoral Cell, and the San Francisco Littoral181

Cell, respectively.182

2.2. Developing Regional Total Water Level Time Series183

Total water levels were computed at each study site by linearly superimposing measured184

still water levels (SWL) extracted from tide gauges, with wave runup (R), such that185

TWL = SWL+R. (1)

Many empirical formulations parameterize the R2%, the 2% exceedance percentile of186
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runup maxima, as a function of deep-water significant wave height (Hs), wave period (T ) or187

wave length (L0), and beach slope (β) (e.g., [18, 25, 23]). Here we employ the Stockdon et188

al. [23] empirical model,189

R2% = 1.1

(
0.35β

(
HsL0

) 1
2 +

[
HsL0

(
0.563β2 + 0.004

)] 1
2

2

)
(2)

developed using data from 10 field experiments across 6 beaches, including data from190

the US West coast.191

Hourly measured SWLs were extracted from National Oceanic and Atmospheric Admin-192

istration (NOAA) operated tide gauges nearest to each study site (Figure 1). The closest193

tide gauge record to the study site did not always have an acceptable record length for pro-194

ducing statistics on extreme events, so records with less than 15 years of data were merged195

with a secondary tide gauge, chosen as the nearest tide gauge to the primary tide gauge196

with a longer, more complete record length (see Appendix A for detailed merging method-197

ologies). Each combined SWL record was then paired with a shelf-edge wave climate (i.e.,198

wave height, period, and direction) extracted from the Global Ocean Waves 2 (GOW2) wave199

hindcast database [67].200

Wave hindcasts were used due to their consistent record length and shelf-edge spatial201

resolution of one quarter degree. The GOW2 reanalysis datasets provide hourly time series202

of Hs, wave peak frequency (transformed into peak period, Tp), and mean wave direction203

(MWD) from 1979 through 2015. Validation with both altimeter and buoy observations show204

GOW2 preforms well along the US West coast, with a high Pearson correlation coefficient,205

less than 10 cm of bias, and a RMSE less than 20 cm for the mean wave climate [67]. Due206

to the hourly resolution wind forcing used in the numerical modeling, extreme wave heights207

are also well represented. The 99.5th percentile of wave height is slightly negatively biased208

(less than 20 cm) along the US West coast when compared to observational records [67].209

Beach slopes were extracted every 5-10 m [68] from a 2002 NASA/USGS lidar survey210

(for Washington and Oregon [69]) and at a slightly coarser resolution [65] from a 1998211

NOAA/NASA/USGS lidar survey (for California [70]; see Appendix B for beach slope ex-212
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traction methodologies). A regionally-uniform beach slope (βR) was determined by averaging213

beach slopes extracted from the lidar data at each location and resulted in an average (stan-214

dard deviation) βR of 0.02 (0.009), 0.05 (0.019), and 0.07 (0.025), in WA, OR, and CA,215

respectively. Once SWLs and R2% time series for each study site were finalized, TWLs were216

calculated using Eqn 1. The final TWLR records are hourly and over 96% complete for the217

35 year period 1980 to 2015 for each location (Table 1).218

2.3. Developing Local Total Water Level Time Series219

In order to understand the influence of shelf bathymetry on the magnitude of TWLs at220

each study site, offshore wave conditions were transformed to the nearshore and extracted221

every 500 m. R2% was computed using βR coupled with alongshore-varying, nearshore waves222

and then added to the regional SWLs.223

Previously developed lookup tables (see Allan et al. [61] and Eshleman et al. [57] for224

detailed methods) were used to dynamically transform offshore, deep-water wave triplets225

(Hs, Tp, MWD) to their alongshore-varying, nearshore equivalents in an efficient manner.226

To develop each study site’s lookup tables, the wave climate was discretized into 2,000 to227

4,000 wave conditions which represented many possible ranges of joint-conditions at each228

site. These representative wave conditions were then simulated using stationary model runs229

of SWAN [71] over a course outer grid and one to two nested grids with resolutions ranging230

from 2000 m (outer grid in both directions) to 100 m (inner grid in both directions). See231

Figure 1a for SWAN modeling domains and Table 2 for generalized model specifications at232

each location.233

The lookup tables were then used to interpolate nearshore wave conditions (here defined234

at the 20 m contour or where waves first break due to depth constraints, i.e., depth limited235

breaking, γ = 0.42) from the shelf-edge GOW2 wave conditions. This methodology allows for236

the simple extraction of nearshore wave conditions without running SWAN for every hourly237

wave event over the 35 year long record at each study site. Waves were extracted at the238

resolution of the finest SWAN grid (200, 100, and 200 m for WA, OR, and CA, respectively).239

Nearshore Hs, Tp, and MWD extracted from the lookup tables were interpolated to a 500240
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m resolution for consistency across sites after an analysis testing interpolation to various241

resolutions (not shown) displayed this spacing adequately resolved the alongshore variation of242

the transformed wave conditions. Post-transformation to the nearshore, waves were linearly243

reverse-shoaled back to deep water before computing wave runup, similar to methodologies244

used in the Stockdon et al. [23] wave runup parameterization. Thus, any results using245

the term “alongshore-varying, nearshore wave height” refers to the linearly reverse-shoaled246

conditions. TWLN were computed by adding the regional SWL to each alongshore-varying247

wave runup time series, producing a total of 46, 15, and 38 TWLN time series along the248

WA, OR, and CA sites, respectively (Table 3).249

In order to evaluate how the alongshore variation in beach topography affects TWLs,250

TWLNβY was computed by adding regional SWLs to R2% calculated using alongshore-251

varying, nearshore waves (as described above) and a spatially-varying beach slope (βY ).252

Estimates of beach slope every 5-10 m from the lidar surveys were averaged over 100 m253

bin spacing to avoid abrupt transitions between bins. Patterns in βY were similar across254

all study sites; beach profiles were the flattest towards the north of each cell and became255

steeper moving towards the south (Figure 2). WA contained the lowest sloping and least256

variable βY , while CA had the steepest and most variable βY of the three study sites (Figure257

2). Due to differences in the alongshore resolution of the nearshore waves (500 m) and βY258

(100 m), R2% was computed using βY and the closest alongshore-varying wave condition259

(Table 3). Any differences between TWLN and TWLNβY are thus attributed to variation260

in beach slope, reflecting the influence of spatially-variable beach topography on TWLs.261

Similar to the methodologies presented above, beach slope is generally estimated across262

a region based on a single lidar survey in time. However, variations in both the wave263

climate, water levels, and grain size across a coastline impose temporal variations in beach264

slope. In order to investigate how the temporal variability of beach slope affected TWLs,265

beach slopes were also extracted from profile data collected during monthly-to-quarterly266

topographic beach surveys (see Appendix B and Table Appendix B.1 for dates of surveys).267

The influence of temporally-varying beach slope (βT ) on TWLs, TWLNβT , was computed268

for 4, 19, and 7 profiles at WA, OR, and CA, respectively. A larger range of profiles were269
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included in OR due to the shorter temporal record (see Table Appendix B.1). TWLNβT270

were only computed for the record length of beach slope measurements. For example, CA271

surveys began in 2004, so TWLs were only computed over the time period of 2004 - 2015.272

Extreme TWLNβT were specifically calculated by finding the closest surveyed beach slope273

for every day in time and computing the R2%. Estimates of R2% were added to the regional274

SWL to produce TWLNβT time series and then the 10-largest TWL events were extracted275

every year. TWLNβT therefore represents the seasonality in both the wave climate and the276

beach slope.277

2.4. Extracting Extreme Total Water Levels and Their Corresponding Impacts278

Our analysis investigates the influence of shelf bathymetry and beach topography on279

extreme TWLs. Here “extreme” is defined using the r-largest method [72], where r is equal280

to the 10-largest TWL events in a given year, for a total of approximately 350 extreme281

TWL events in each 35 year record. TWLN , TWLNβY , and TWLNβT were calculated at282

numerous alongshore locations, based on the spatial variability of the morphologic variables,283

thus providing multiple extreme TWL time series per study site (Table 3). Results of the284

magnitude of TWLN and TWLNβY were averaged at each study site in order to compare285

to TWLR. In order to test if extreme TWLN or TWLNβY occurred during the same storm286

events as extreme TWLR, the offshore waves components of the nearshore waves driving287

extreme TWLN and TWLNβY were compared to the offshore waves driving TWLR.288

The collision regime of the Sallenger Storm Impact Scale [73, 74] was used to assess the289

exposure of each location to extreme TWLs. The collision regime, a proxy for erosion, occurs290

when the elevation of the TWL reaches or exceeds the elevation of the dune/bluff/structure291

(hereinafter dune) toe. A regionally-uniform dune toe elevation of 5.1 m, 4.8 m, and 4.6292

m, for WA, OR, and CA, respectively, was computed for each study site by averaging each293

location’s dune toe extracted from morphology data. The regional average dune toe contour294

was used to compute how often extreme TWLs fell within the collision regime in each295

location.296

The spatially-varying impacts driven by extreme TWLNβY and TWLN at each study297
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site were computed by calculating the percent of coastline falling within the collision regime.298

Extreme TWLN and TWLNβY (N = 350 for each) were computed at all transects represent-299

ing both the alongshore-varying waves (every 500 m) and βY (every 100 m). The metric,300

“percent of coastline within the collision regime” was calculated by assessing the uniformity301

of the coastal response for all 350 events per transect, per site. If one of the 350 extreme302

TWLs fell within the collision regime at all transects in a study site, then 100% of the coast-303

line would fall within the collision regime for that event (Figure 3). If one of the 350 extreme304

TWLs did not reach the dune toe across any of the coastline, then 0% of the coastline would305

fall within the collision regime. A “partial” impact of the coastline during an event occurred306

when some transects fell within the collision regime, while others did not. For example, if307

there were 10 transects across a study site and 4 of them fell within the collision regime,308

than 40% of the coastline would be impacted by that event (Figure 3). The percent of309

coastline within the collision regime was calculated for all 350 events to find the distribution310

of events that caused partial, full, or no collision at each study site. The same metric was311

calculated using impact hours per year (IHPY), where instead of measuring the impact of312

extreme TWLs, the amount of time (in hours) that the coastline was in full, partial, or no313

collision regime was computed. IHPY were defined as the number of hours on record that314

the elevation of the TWL reached or exceeded the elevation of the regionally-averaged dune315

toe contour.316

2.5. Evaluating Hypothetical Alternative Futures317

Once the influence of topography and shelf bathymetry on coastal TWLs is explored, our318

analysis focuses on understanding how future changes to the wave climate may alter coastal319

TWLs. A range of potential future wave climates were characterized using hypothetical dis-320

tribution shifts to the deep-water historical records of wave height, period, and direction at321

each site. Once the average change in each variable was added to the deep-water historical322

record, the record was transformed to the nearshore using the lookup tables. This approach323

allows for an efficient manner of investigating the impact of changes in wave forcings without324

the computational demands of downscaling global climate model ensemble members at each325
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location. Due to the uncertainty surrounding projections of future storm tracks and inten-326

sities, we investigate scenarios surrounding projections in the literature (e.g., [42, 39, 40];327

usually between a ± 2 to 10% change from present, depending on variable), as well as scenar-328

ios outside the range of current projections (e.g., ± 10 to 20% change from present). While329

less likely, the hypothetical scenarios at the higher end of this range are used to consider330

more extreme projections of changes to the wave climate and are meant to be viewed as a331

means of exploring relative impacts at each location.332

By mid-century, projected increases to mean sea level between 15 cm and 30 cm will333

likely overwhelm changes in the magnitude of TWLs driven by changes to the wave climate334

[31]. The effect that future changes to the wave climate may have on TWLs and their335

associated impacts are therefore contextualized by comparing results to TWLs computed336

with a maximum increase/decrease of mean sea level by 30 cm, where an average increase337

(decrease) to the water level at intervals between 6 cm and 30 cm are added (or subtracted)338

to existing still water levels. A sea level rise of 30 cm is more likely than not by mid-century,339

and highly-likely by the end of the century [75, 76], while comparing to negative sea level340

assesses how the relationship has changed over the last several century, when sea level was341

lower than present.342

Changes to the climate alone, however, are not the sole drivers of coastal change. Mills et343

al. [51] demonstrate that human modifications to the coastal system may alter the coastline344

more than climate change, especially by mid-century. Two scenarios describing the most345

common coastal protection strategies are investigated: coastal armoring (hard) and beach346

nourishment (soft). Coastal armoring (e.g., sea walls, rip rap revetments, etc.) prevents347

dune or bluff erosion but cuts off the local sediment supply to the beach, generating local348

erosion and potentially steepening beach slopes, whereas beach nourishment replenishes the349

sediment supply, flattening the beach. To begin to explore the role coastal management350

adaptations may have on future TWLs, we use beach slopes as proxies of coastal man-351

agement techniques at each location, and allow beach slopes to steepen and flatten by a352

maximum/minimum of 0.01 relative to present-day conditions. This value represents a -20353

to 20% change in aggregated beach slope across all study sites in order to explore a uniform354
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change in beach slope.355

Hypothetical shifts to the average variables (i.e., wave height, wave period, wave direc-356

tion, beach slope, sea level rise) were changed independently of one another to allow for the357

comparison of effects within and between locations. We primarily considered percent change358

in impacts (rather than absolute) from present-day within each study site to reflect the sig-359

nificance of the impact relative to each place as a whole, allowing for an easier comparison360

across locations.361

3. Results362

In order to quantify how a change to the offshore wave climate may alter local coastal363

hazards, the influence that shelf bathymetry and beach topography have on the magnitude364

of extreme TWLs at each location must first be understood. TWL time series were therefore365

calculated using various combinations of spatially and temporally-varying nearshore waves366

and beach slope (see section 2.3 for a complete description of methods and Table 3 for367

abbreviation references). Once the control of morphology on the magnitude of TWLs is368

understood, our results focus on the resultant impacts of extreme TWLs at each study site,369

now and into the future.370

3.1. The Influence of Shelf Bathymetry on the Magnitude and Drivers of Extreme Total371

Water Levels372

The 10 largest extreme TWLR events every year (N = 350) average (standard deviation)373

5.0 m (0.36), 5.4 m (0.47), and 5.1 m (0.48) in WA, OR, and CA, respectively (top panel,374

Figure 4). Extreme TWLR in WA and OR arrive from approximately 255◦ and 260◦, for375

WA and OR respectively, slightly southwest of shore-normal. In contrast, extreme TWLR376

in CA are driven by waves arriving from predominantly the northwest (on average 285◦).377

The majority of waves driving extreme TWLR across all locations have periods between 15378

- 20 s and wave heights between 3 - 8 m. The average wave height driving TWLR in CA379

is approximately 1 m lower than the average wave height driving TWLR in WA or OR,380
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Figure 4: Extreme total water levels at each study site computed using offshore, deep-water waves and a uni-

form beach slope (TWLR; top panel) and alongshore-varying nearshore waves (linearly reverse-shoaled) and

a uniform beach slope (TWLN ; bottom panel). Each grid cell displays the offshore, deep-water wave con-

ditions driving the 10 largest TWL events every year regardless of computation technique (e.g., alongshore-

varying nearshore are matched to their offshore forcings), binned by wave height (Hs) and peak period (Tp).

The red arrows depict the mean wave direction of the conditions within each grid cell, and begins in the

lefthand lower corner of the corresponding cell. The numbers in each grid represents the number of extreme

TWL events that are classified in that grid cell (an average for TWLN ), while the colorbar represents the

average magnitude of the TWL within each cell.
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however, the R2% contributes to approximately 60% of the magnitude in CA, compared to381

40% and 50% for WA and OR, respectively.382

Once wave transformation to the nearshore is taken into account, the average magnitude383

of extreme TWLN is slightly less than TWLR across all locations (4.8 m, 5.3 m, and 4.7384

m for WA, OR, and CA, respectively). The difference between the maximum TWLR and385

maximum TWLN at each transect varies by approximately 20-40 cm across all study sites386

(Figure 5). The difference between the median TWLR and median TWLN at each transect is387

slightly less. The largest differences between the magnitude of extreme TWLN and TWLR388

occur in CA. Once transformed to the nearshore and linearly reverse-shoaled, the wave389

heights that generate the 10 largest extreme TWLN every year are on average 23% smaller390

than the wave heights that generate TWLR in CA, a consequence of wave shoaling and391

refraction. This is also reflected in the decrease in the R2% by 14% (Table 4). CA is also392

the only location that experiences amplification of TWLN , where the alongshore-varying393

TWLN can be greater than TWLR (Figure 5). Wave conditions in WA and OR are less394

affected by wave shoaling and refraction over the shelf (e.g., wave height decreases and wave395

direction shifts slightly less) compared to CA (Table 4).396

At all study sites, at least 15% of the wave events that drive the 350 extreme TWLR397

per year occur at different times than the wave events driving extreme TWLN at any given398

coastal transect (Figure 6). This means that when comparing differences between the deep-399

water conditions driving extreme TWLN and TWLR at each study site, anywhere from 40400

- 90 of the selected 350 events per transect are found to occur on different days. The differ-401

ence in the largest extreme events per TWL calculation slightly modifies the average wave402

conditions forcing TWLN (Table 4). For example, the average deep-water wave direction403

shifts slightly northward in WA and OR (260◦ and 265◦, respectively), while in CA, the404

average deep-water wave direction shifts southward, arriving from 278◦ (bottom panel, Fig-405

ure 4). Therefore, when including wave transformation processes into TWL computations,406

extreme TWLN are driven by a different offshore wave climate (arriving from slightly more407

north for OR and WA and slightly more south for CA) compared to deep-water conditions408

driving TWLR. Many of the highly oblique deep-water wave conditions (top panel, Figure409
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Figure 6: Percent of extreme TWLN driven by the same offshore conditions as extreme TWLR at each

alongshore-varying, nearshore wave node. Colors are representative of the three different locations.

4) do not show up in the deep-water events driving TWLN (bottom panel, Figure 4), where410

wave conditions arriving from slightly more shore-normal are favored. Again, CA is the411

most affected by this process, where both the offshore, deep-water wave conditions driving412

TWLN are the most dissimilar to offshore, deep-water wave conditions driving TWLR and413

the nearshore transformed wave conditions are altered the most (Table 4). Thus, not only414

are wave heights and directions altered by shoaling and refraction, impacting the magnitudes415

of TWLs, but the event driving extreme coastal TWLs may be different when taking into416

account wave transformation processes.417
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Figure 7: Distributions of the magnitude of wave height (Hs), peak period (Tp), direction (MWD), wave

runup (R2%), and still water levels (SWL) driving extreme TWLNβY
events for all transects at each study

site. Colors represent each location where the WA, OR and CA are green, orange, and blue, respectively.

Each distribution encompasses the spatially-varying TWLNβY
at each specific study site.
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Table 4: The average percent change between the conditions driving extreme TWLR computed using off-

shore, deep-water waves and βR and both the offshore, deep-water and nearshore-transformed wave con-

ditions driving extreme TWLN using βR. For example, row 4, column 2 depicts the average percent

change between the offshore, deep-water wave height conditions driving TWLR and the offshore, deep-

water wave height conditions driving TWLN (-2.5%) and the average percent change between the offshore,

deep-water wave height conditions driving TWLR and the nearshore-transformed wave height conditions

(linearly reverse-shoaled) driving TWLN (-13.3%) in WA. The former represents differences in offshore forc-

ings, while the latter represents wave transformation and shoaling processes. Wave direction is represented

by a percent change over a 360◦ scale.

Variable WA OR CA

TWL -2.8/-2.0% -3.9/-2.8% -8.6/-8.6%

R2 0/-4.1% -1.1/-5.0% -1.9/-14.0%

Hs -2.5/-13.3% -1.6/-11.7% -3.0/-26.0%

MWD 1.5/2.0% shift north 1.9/3.8% shift north -2.5/-8% shift south

3.2. The Influence of Spatially-varying Beach Slope on the Magnitude and Drivers of Ex-418

treme Total Water Levels419

Extreme TWLNβY , computed using both alongshore-varying nearshore waves and βY ,420

has the highest magnitude in OR and a similar magnitude in CA and WA. Averaged across421

the cell, comparisons between the magnitudes of TWLR, TWLN , and TWLNβY are similar.422

However, the inclusion of βY shows that using TWLR would underpredict the elevation of423

the TWL by up to 1.8 m in some locations (Figure 5). The specific storm events driving424

extreme TWLNβY compared to the events driving extreme TWLN are similar, thus the425

driving processes of local TWLs are defined by wave transformation over the shelf rather426

than local estimates of beach slope. The conditions driving extreme TWLNβY include wave427

heights ranging from 1.0 to 9.7 m, peak periods ranging from 10.5 to 24.5 s, non-tidal428

residuals ranging from -0.35 to 0.90 m, and still water levels ranging from 0.7 to 3.8 m429

(Figure 7). While this broad range of driving conditions is mostly the same as the range of430

conditions driving TWLN , the variance of extreme TWLNβY increases across all locations.431

When incorporating the spatial variability of nearshore waves and beach topography432
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in TWL computations, OR and CA are most controlled by the magnitude of R2%, while433

extreme TWLNβY in WA are driven by high still water levels. CA has the lowest magnitude434

still water level and wave height of all locations, but the largest contributions from R2%, due435

to a longer average wave period and the steepest beach slopes of all three study sites (Figure436

7). Regionally, the largest waves occur in OR and paired with relatively steep beach slopes437

and high still water levels, so do the largest magnitude TWLNβY . On the other hand, while438

WA experiences waves as large as those in OR, high still water levels coinciding with low439

beach slopes drive less of a contribution from R2% for extreme TWLNβY (Figure 7).440

3.3. The Influence of Temporally-varying Beach Slope on the Magnitude and Drivers of441

Extreme Total Water Levels442

The standard deviation of βT for each beach profile is positively correlated to the indi-443

vidual profile’s average beach slope. The steeper the average βT , the larger the variability to444

βT over time (top panel, Figure 8). Individual profiles with an average beach slope greater445

than 0.04 generally have standard deviations greater than 0.01, while beach slopes less than446

0.03 have standard deviations less than 0.005.447

The range of the magnitude of extreme TWLNβT is lower for profiles where the standard448

deviation of βT is less than 0.005 than for profiles with standard deviations of βT greater449

than 0.005. The magnitude of extreme TWLNβT computed on profiles where the standard450

deviation of the beach slope is greater than 0.005 ranged over 3 m, while profiles with451

standard deviations less than 0.005 have ranges of extreme TWLNβT less than 2 m (bottom452

panel, Figure 8). Thus, the temporal variability of beach slope likely plays a larger role in453

influencing TWLs on steep beaches. Due to the dependence of the Stockdon et al. [23] R2%454

parameterization on beach slope, the magnitude of extreme TWLNβT occurring on steep455

profiles varies across a larger range of beach slopes, while TWLNβT occurring on shallow456

profiles exhibits less variability and can be better characterized by simply using the average457

beach slope of the profile. That being said, the steeper beaches in our study sites (e.g.,458

OR and CA) experience a corresponding variability in βY . Therefore, incorporating βT into459

TWL estimates may be more important on steep sections of overall flatter coastlines (e.g.,460

28



Figure 8: Top panel) The relationship between the standard deviation of βT for a specific profile versus the

average βT of that same profile. Bottom panel) Variability in extreme TWLNβT
at each profile, where the

symbol indicates the average magnitude TWLNβT
and the whiskers denote the maximum and minimum

TWLNβT
. Distinct profiles are denoted by different symbols and colors represent the three locations, where

green is WA, orange is OR, and blue is CA, consistent across both plots. Only 12 of the 19 OR profiles are

displayed but they cover the representative variability of TWLs.
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the steeper, southern section of WA), where βY does not properly define the true range of461

beach profile variance at the location.462

3.4. Analyzing the Local Impacts of Total Water Levels - Present-day463

While understanding the magnitude of extreme TWLs and how they differ between464

locations is important, the subsequent impact to coastal habitat or infrastructure due to465

variations in the magnitude of the TWL is more relevant for describing the local effects of466

larger-scale phenomena. Impacts are often assessed based on events meeting or exceeding467

some threshold. Thus, small changes to the magnitude of extreme TWLs can have large468

repercussions to impacts at a specific location. When the influence of shelf bathymetry on469

TWLs is is taken into account, the majority of TWLN events drive either the entirety (100%)470

or none (0%) of the coastline to be within the collision regime at all study sites (Figure 9).471

Approximately 1/3 of the 350 TWLN events in CA partially impact the coastline at once472

(e.g., 5 to 90% of the coastline falls within the collision regime during specific events rather473

than 0% or 100% of the coastline). This value is less for WA and OR. The distribution474

of impacts becomes more varied when including beach topography in TWL calculations,475

and TWLNβY are found to drive more partial impact of the coastline. For example, 3/4,476

1/2, and almost all of TWLNβY events partially impact the coastline in WA, OR, and CA,477

respectively.478

In WA, the majority of extreme TWLNβY events impact 1/4 or less of the coastline at479

once, and only 1/10 of TWLNβY events impact 100% of the coastline. In contrast, 100%480

of the coastline in OR falls within the collision regime during almost half of the extreme481

TWLNβY occurring on record (Figure 9). CA’s exposure to the collision regime is more482

spatially variable than that of WA and OR, where extreme TWLNβY most frequently impact483

40 to 60% of the coastline at once, while only very few extreme TWLNβY impact 90% or484

more of the coastline at once (Figure 9).485

At least some portion of the OR and CA coastline falls within the collision regime during486

all extreme TWLNβY events. Thus, impacts occurring more frequently are explored by using487

the metric impact hours per year (IHPY, [77, 30, 25]). While the majority of conditions488
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drive no IHPY (e.g., bar 0, right hand side in Figure 9), 0.6%, 9% and 7% of hourly TWLs489

are above the dune contour in some location along each stretch of coastline in WA, OR, and490

CA, respectively. This analysis portrays OR to be in the collision regime slightly more often491

than WA or CA in any given year.492

3.5. Analyzing the Local Impacts of Total Water Levels - Future493

The above sections provide evidence that the transformation of wave conditions over494

shelf bathymetry and beach topography are important to consider when estimating the local495

magnitude and resulting impacts of TWLs on sandy coastlines. Therefore, exploring how496

offshore changes to the deep-water wave climate may propagate to the nearshore is essential497

for understanding a community’s exposure to future coastal hazards. Here we only model498

changes to conditions forcing TWLNβY due to the previously described influence of both499

shelf bathymetry and beach topography on driving conditions of TWLs and their resulting500

impacts.501

The magnitude and resulting impact of TWLNβY is positively correlated with changes in502

wave height, peak period, beach slope, and sea level; during positive changes, TWLs increase503

at each location and during negative changes, TWLs decrease at each location. A clockwise504

(positive) shift (more waves arriving from the north) in wave direction slightly increases the505

magnitude TWLNβY in WA and OR and decreases the magnitude of TWLNβY in CA, while506

an anticlockwise (negative) shift (more waves arriving from the south) in wave direction507

has the opposite effect. While all locations display similar trends in changes to impact508

hours driven by hypothetical shifts to wave height and wave period, CA is most sensitive to509

changes to the wave climate (Figure 10). For example, a counterclockwise rotation of mean510

wave direction drives changes of similar magnitude to that of changes to wave height in CA,511

while shifts in mean wave direction drive relatively small variability in TWL magnitude or512

impacts in WA or OR (Figure 10).513

Overall, changes to the wave period alter impact hours the most: a lengthening of the514

average wave period by just 5% (the upper end of projections in the literature) results in a515

greater than 20% change in IHPY at all locations. This means a 0.5 - 1 s increase to the516

32



F
ig

u
re

10
:

P
er

ce
n
t

ch
an

ge
in

Im
p

ac
t

H
ou

rs
P

er
Y

ea
r

(I
H

P
Y

)
d

u
e

to
h
y
p

o
th

et
ic

a
l

fu
tu

re
cl

im
a
te

ch
a
n

g
e

sc
en

a
ri

o
s

o
f

th
e

w
av

e
cl

im
a
te

,
a
s

w
el

l

as
th

e
p

h
y
si

ca
l

ch
an

ge
in

IH
P

Y
fo

r
fu

tu
re

sc
en

ar
io

s
o
f

b
ea

ch
sl

o
p

e
a
n

d
se

a
le

ve
l

a
t

ea
ch

st
u

d
y

si
te

.
T

h
e

b
ox

es
in

p
a
n

el
s

1
-

3
re

p
re

se
n
t

th
e

ap
p

ro
x
im

at
e

p
er

ce
n
t

ch
an

ge
in

w
av

e
h

ei
gh

t,
p

er
io

d
,

a
n

d
d

ir
ec

ti
o
n

p
ro

je
ct

ed
b
y

[4
0
,

3
9
]

a
n

d
[4

2
].

C
o
lo

rs
re

p
re

se
n
t

d
iff

er
en

t
lo

ca
ti

o
n

s
w

h
er

e

gr
ee

n
is

W
A

,
or

an
ge

is
O

R
,

an
d

b
lu

e
is

C
A

.

33



average wave period would have a similar effect on the coastline as a 50 cm (approximately517

20%) increase of the wave height. The variable driving the second largest modification to518

IHPY is a change in mean sea level. An increase in mean sea level as small as 30 cm increases519

IHPY by 85%, 78%, and 173% in CA, OR, and WA, respectively. All three locations are520

affected by increases to the beach slope similarly, however, OR and CA have the most521

reduced IHPY from beach flattening. Overall, changes to the beach slope alters impacts522

more than a change in wave height or direction at all locations, and almost as much as a 30523

cm increase in sea level at OR and CA.524

4. Discussion525

Overall, both wave transformation over shelf bathymetry and beach topography are526

integral components for properly assessing the magnitude and impacts of local coastal TWLs.527

Wave transformation processes effect coastal TWLs because there is a difference in 1) the528

conditions that drive extreme TWLR and TWLN and 2) the magnitude of TWLN compared529

to TWLR. Specific wave conditions transforming from deep-water to the nearshore may be530

physically altered due to shoaling, refraction, and/or dissipation such that they no longer531

necessarily drive the most extreme TWLs at a specific location. For example, oblique waves532

refracting over a canyon could divert wave energy, generating a shadow zone, thus, lowering533

nearshore wave heights. This study shows that at least 15% of the storm events driving534

extreme TWLN are different than the events driving TWLR at all locations. For example,535

the average wave direction of the offshore events driving TWLN compared to TWLR shift536

towards the south by 7◦ in CA, whereas the average wave direction of the nearshore events537

driving TWLN compared to the offshore conditions driving TWLR shift 25◦ towards the538

south due to refraction (Table 4). While specific alongshore variations in the transformed539

wave climate at each site may exist, on average, extreme TWLN are preferentially driven by540

shore-normal offshore waves that are unlikely to undergo large transformations across the541

shelf.542

The overall influence of wave transformation processes on TWLs at a specific location543

depends on the amount of shoaling and refraction waves undergo over shelf bathymetry, as544
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well as the relative contribution of the R2% to the TWL. TWLs in WA are the least influenced545

by wave transformation over shelf bathymetry compared to all study sites, even though the546

waves driving extreme TWL in WA are slightly more affected by wave transformation over547

shelf bathymetry compared to wave conditions driving extreme TWLs in OR (e.g., TWLN is548

2% and 2.8% less than TWLR in WA and OR, respectively, while wave height is 13.3% and549

11.7% less than wave heights driving TWLR in WA and OR, respectively (Table 4). While550

the shelf bathymetry is more complex at the WA study site than the OR study site, the lack551

of a large resulting impact from wave transformation to the magnitude of extreme TWLs552

at WA is due to the composition of extreme TWL events. TWLs at WA are comprised of553

high still water levels, which are driven by a large tidal range and large storm surges [27],554

resulting in less contribution of R2% to TWLs. This contribution is further reinforced by the555

shallow beach slopes at WA, due to fine sands across a progradational setting [54]. Thus,556

while wave transformation occurs across all sites, the relative contribution of the R2% to the557

TWL controls how much wave transformation processes effect coastal TWLs.558

Alternatively, CA is the most influenced by wave transformation processes over nearshore559

shelf bathymetry due to the complex offshore setting, as well as the importance of the560

contribution of the R2% to TWLs. The region’s steeper beach slopes and on average longer561

period waves make the R2% the largest contributor to extreme TWLs. Thus, any wave562

transformation across the shelf will influence this location more than one where the still563

water level dominates extreme TWLs. The largest waves arrive during the winter from the564

North Pacific [78] and this is displayed by the predominant direction of waves during extreme565

TWLs. However, the deep-water conditions driving extreme TWLN shift 7◦ towards the566

south compared to the deep-water wave conditions driving TWLR. Offshore features such567

as Point Reyes and the Farallon Islands may block or refract wave energy arriving from568

the north, thus changing the offshore conditions driving extreme TWLN . It is most likely,569

however, that the largest variability in local significant wave height is driven by the ebb570

tidal delta just offshore of the Golden Gate inlet [57]. This is evident in the alongshore571

variability of the wave conditions driving TWLN compared to TWLR. The offshore wave572

conditions driving extreme TWLN at the southern edge of the delta are the most different573
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from the offshore waves driving extreme TWLR (Figures 5 and 6). Thus, similar to results574

from Hegermiller et al. [79], we find that the nearshore wave climate can be highly sensitive575

to changes in the deep-water wave climate, resulting in different controls on TWLs at each576

location.577

Wave transformation and spatially-variable beach slope impact TWLs in slightly con-578

trasting ways; wave transformation results in an overall decrease in TWL magnitude at all579

study sites while the local variation of the beach slope increases the magnitude of extreme580

TWLs when compared to TWLR. Because the wave runup in this study is parameterized581

as a linear function of beach slope, the range and variance of TWLs increases across all582

locations when incorporating spatially-varying beach slopes in TWL computations. CA,583

which has lower waves and still water levels than both OR and WA, has the largest range584

of TWLs due to beach slope variability (Figure 7). Results exploring the influence of the585

temporal variability of beach slope on extreme TWLs are similar, where steeper profiles are586

more variable, resulting in a larger spread of extreme TWLs during the year at a specific587

profile.588

The increase in the magnitude of TWLs due to the inclusion of beach slope variability589

also modifies how often a stretch of coastline is impacted by extreme TWLs. While wave590

transformation across the shelf influences which wave conditions generate extreme TWLs,591

the beach slope drives which locations may experience impacts from extreme TWL events.592

For example, extreme TWLN usually impacted 100% or 0% of the coastline at once, and593

very few extreme TWLN partially impacted the coastline. However, there was an increase594

in partial collision when the collision regime was computed using extreme TWLNβY . This595

displays that impact hours per year are more dependent on spatial variations in beach596

morphology rather than spatial variations in the wave climate. These results are backed by597

shoreline change estimates at each site; OR, which has had the most long-term erosion, is598

estimated to experience the most impacts of all sites, while WA, which has been generally599

prograding, is estimated to experience the least amount of impacts.600

The relationship between the standard deviation of the temporally-varying beach slope601

and the average beach slope shows that the average beach slope may provide a reasonable602

36



estimate of TWLs at a specific location for shallow-sloping, less variable beach profiles.603

However, the spatial variability of beach slope on flat beaches may incompletely represent the604

influence of the temporal variability in beach slope on extreme TWLs. Thus, characterizing605

the temporal variability in beach slope may be more important to consider at locations where606

hotspot erosion persists rather than on an already spatially variable coastline. These results607

may have implications for understanding the necessary spatial and temporal resolutions for608

survey design in long term coastal monitoring programs.609

4.1. Defining Extreme Total Water Level Events610

An extreme event is traditionally defined as an occurrence of a value over (or under)611

some threshold near the upper (or lower) ends of the range of observed values [80]. Here,612

our research suggests that the largest TWL events in any given year along the Washington,613

Oregon, and California coastlines are not always driven by extraordinarily large wave events.614

Similar to Serafin et al. [27], results indicate that the 10 largest TWL events every year can615

occur even when wave heights are less than the annual wave average during high tides.616

Moreover, calculation of TWLs using the offshore wave climate may not explain all of617

the conditions driving extreme TWLs at a specific site. Erikson et al. [47] have described618

similar results on the southern California coast; low probability events, such as the 100-yr619

return level event, are usually forced by the same storm over an entire region. However,620

wave transformation processes and local variation in water levels define the local drivers621

of extreme events during higher probability extreme events (e.g., the annual event or the622

20-yr return level event). Therefore, when considering extreme event scenarios, depending623

on the magnitude and frequency of the event, it is important to consider locally derived624

estimates of more frequent extremes, rather than only regional estimates based on offshore,625

spatially-uniform forcing.626

How then should extreme water level events be defined? The locations with the largest627

magnitude TWLs do not always coincide with the highest impacts. Thus, evaluating only628

the magnitude of events does little to describe local conditions relative to shaping coastlines.629

Risk-based approaches focus on conditions driving a response variable (e.g., extent flooded,630
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storm-induced erosion, impact hours per year) rather than a description based on a ‘design’631

event [81]. The average differences between the magnitude of TWLR, TWLN , and TWLNβY632

at all three sites is small, often less than 50 cm. Impacts, however, are often defined by633

meeting or exceeding some threshold, and once that threshold is met, the consequences can634

be large. Here, seemingly small changes in TWLs (e.g., less than 10%) are shown to drive635

large changes in impact hours per year, pointing to the threshold nature of extreme water636

level events in coastal settings. Based on this assessment, it is important to consider a full637

distribution of forcings in order to adequately define which events may result in extreme638

impacts to an area.639

4.2. Linking Hypothetical Future Wave Climates to Local Coastal Hazards640

Although wave-induced water levels are a major component of extreme erosion events,641

changes to the wave climate and/or beach morphology are rarely considered when projecting642

future coastal hazards. Thus, hypothetical future climate scenarios developed around a range643

of recent projections provide an estimate of how shifts to the deep-water wave climate may644

alter local coastal hazards. Results indicate that the same shifts to the future wave climate,645

beach morphology, and sea level, drive location-dependent differences in the magnitude of646

TWLs and their resulting impacts.647

Our research approximates coastal change through proxies, however, coastal change is648

often a function of both cross-shore and longshore sediment transport gradients. While649

changes to wave direction are known to result in spatial changes (erosion and accretion)650

of sandy coastlines due to deviations in longshore sediment transport [82], the influence of651

wave direction on the elevation of total water levels is often overlooked. Recently, Harley652

et al. [83] measured the largest-magnitude of an Australian beach’s volume change in four653

decades from an extratropical storm with an anomalous wave direction. Our analysis shows,654

that in certain locations, changes to the wave direction may alter TWLs just as much as655

changes in wave height. For example, in CA, a 5% anticlockwise (more waves arriving from656

the south) rotation of the wave climate (approximately 5◦) impacts coastlines as much as a657

5% increase in the wave height (approximately 13 cm).658
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Increases or decreases to the average wave height, which often is the focus of many studies659

investigating the potential for future changes in storminess, drives some of the lowest overall660

changes in extreme TWLs at all locations. The largest changes at all sites are produced661

instead by a change in peak wave period. While it may be more likely for wave height to662

change by 10% than a 10% change in peak wave period, an increase in peak wave period by663

as little as 2% would increase impacts by 10 to 15%. This is similar to the impacts from a664

5-10% increase in wave height at CA, and a 10-15% in wave height at WA and OR. While665

wave transformation processes have the smallest effect on TWLs in WA, WA is the most666

impacted by changes in peak period. This is due to the addition of increased R2% on high667

still water levels. Across all locations, OR is the least affected by changes to the overall668

wave climate, likely because it is already in a predominantly erosional state.669

Sea level has risen and is projected to continue rising [84, 10, 75], putting many coastal670

communities at risk of nuisance [11, 85, 86] and catastrophic flooding and erosion events. Not671

surprisingly, changes to mean sea level increase impact hours per year across all locations.672

However, the same increase in sea level has a very different effect on each location. Because673

sea level is the largest contributor to TWLs in WA, its impact is largest in WA, followed by674

OR, and CA.675

Finally, our analysis investigates how specific coastal adaptation strategies could alter676

future coastal impacts. By allowing for steepening and flattening of beach slopes by 1/100677

the impact nourishment or armoring projects could have on the coast is assessed. OR and678

CA, which represent the steepest beaches, would see the largest reduction in IHPY (by up to679

50%) from a flattening of beach profile. For all cases, impacts due to morphological change680

are larger than future changes to wave height and direction. Thus, future research should681

focus on assessing both the uncertainties that exist in projecting future coastal hazards on682

present-day morphology, as well as the role human interventions may have on future coastal683

hazards.684
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4.3. Assumptions685

Our research explores the role that future changes to the wave climate may have on686

the magnitude and impacts of extreme coastal TWLs. This study applies the widely used687

Stockdon et al. [23] formulation as it has been shown to have meaningful predictive skill688

[21, 19, 22] and has been the basis of operational predictions of morphological change in689

the United States for nearly a decade [73]. There are many other formulations available for690

sandy beaches [87, 88, 89] as well as other formulations suited for environments other than691

sandy beaches, like gravel [18] or engineered coastlines [90]. Testing alternative sandy beach692

formulations (not shown) produced modest variations in the magnitude of wave runup, how-693

ever, it did not alter the overall trends and conclusions of our results. Nevertheless, any694

empirical parameterization based on field or laboratory data is limited by the conditions cap-695

tured during experiments. While the use of numerical models has become more prevalent696

in understanding extreme runup events (e.g., [21]), these models are typically too computa-697

tionally expensive to run across large stretches of the coastline. Ultimately, more research698

is needed on understanding wave runup in extreme conditions.699

While this research recognizes the influence that spatially and temporally variable beach700

slopes have on TWLs, the alongshore variability of beach slope is smoothed along the coast-701

line into 100 m bins and the average beach slope in that 100 m stretch of coast is used for702

TWL computations. In order to perform a detailed, site-specific assessment of impacts of703

extreme TWLs, it would be important to understand the distribution of beach slopes within704

each spatial bin to incorporate a full range of uncertainty related to beach slope in TWL705

elevations. One example technique in doing so is already implemented in the U.S. Geological706

Survey [33] storm impact assessments (https://marine.usgs.gov/coastalchangehazardsportal/)707

where beach slope variability is included as a measure of uncertainty within TWL computa-708

tions, allowing for both hydrodynamic and morphologic influences within their probabilistic709

coastal hazard assessments. We futher simplify the morphological variability at each study710

site by calculating the collision regime and impact hours per year over a single contour rep-711

resenting the dune toe. Alongshore-varying dune erosion during storms has been found to be712

linked to the pre-storm elevation of the dune toe with respect to the TWL [91], thus removing713
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the spatial variability of the dune contour may alter the variability of impacts. While further714

investigation of the controls on coastal impacts will continue to link TWL magnitudes to715

local-scales, this simplification was necessary to disentangle the other relative morphological716

controls on TWLs.717

Our analysis investigates future changes to the average distribution of each wave cli-718

mate variable while assuming each variable will change independently of one another. It719

is, however, more likely that changes to the wave environment will occur concurrently due720

to the dependencies between wave height, period, and direction, driving nonlinearities in721

coastal TWLs. For example, Erikson et al. [42] project a decrease in the mean significant722

wave height of 50 cm (approximately 17% of present day) and an increase in the mean wave723

period by approximately 0.5 s (approximately 5% of present day), likely due to a shift in724

storm tracks towards the north along the US West coast. Combined, an increase in wave725

period and a simultaneous decrease in wave height may have contrasting effects on a loca-726

tion’s impact hours per year. It is also more likely average and extreme conditions may be727

modified by the future global climate in different ways. For example, Wang et al. [39] show728

that while the annual average wave height may decrease across the US West coast, annual729

maximum and winter wave heights may increase. Future research will further investigate730

both the concurrent impacts of altering wave climate variables together as well as handling731

extreme conditions differently than average conditions.732

Our research highlights the complexities that exist in understanding the controls on local733

coastal hazards. While the influence of morphological variables on coastal water levels is734

often overlooked in predictions of future coastal hazards, there are many other variables735

that could change, thus altering the magnitude of nearshore TWLs. Rising sea levels slowly736

increases the baseline of the mean sea level, which in turn increases the frequency of nuisance737

[86, 92, 85, 11] and catastrophic flooding events. This work simplifies the relationship738

between wave-driven water levels and coastal impacts and does not consider the nonlinear739

amplifications of waves on top of storm surge [93], nonlinear interactions between storm740

surge and sea level rise [94, 95] changes to tidal hydrodynamics [96, 97], or variation in741

storm surge due to changes in storminess. Each of these aforementioned variations to the742
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components of TWLs will also play a role in future changes to TWLs.743

5. Conclusions744

Regional variations in total water levels (TWLs) are influenced by a combination of745

oceanographic and geomorphological processes. Differences in shelf bathymetry, coastal746

orientation, beach slope, wave climate, storm surge, tidal range, seasonality, and interannual747

water levels drive variation in locally-generated extreme TWLs and their resulting impacts.748

While our results are specific to three sites along the US West coast, we find some general749

conclusions important to many sandy beaches around the globe.750

First, extreme TWLs are generated by a distribution of forcings, including waves less751

than the average annual wave height. Thus, seemingly small storm events paired with high752

still water levels could be responsible for some of the largest TWLs in any given year.753

Next, beach topography and shelf bathymetry both play an important role in influencing754

the magnitude of TWLs and their corresponding impacts. While the specific storm events755

affecting the coastline are explained by wave transformation over the shelf, the spatially-756

variable impacts of extreme TWLs (e.g., how much the coastline is impacted at once by a757

storm event) are driven by the spatially-varying beach slope. Steeper beach slopes drive758

higher TWLs, and a large range in the spatial variability of beach slope likely characterizes759

the temporal variability of beach slope along relatively steeper stretches of coastline. On the760

other hand, the variance of the spatial variability of beach slope along overall flat stretches761

of coastline may not characterize the true range of temporally-varying beach slope and762

underestimate TWLs.763

Because wave transformation across the shelf determines which storm events affect the764

coastline, the same deep-water change to the wave climate could result in different impacts765

at regionally close locations. Regardless of the large-scale change to the wave climate, wave766

transformation processes could amplify or suppress the magnitude of local TWLs, depending767

on the relative contribution of the TWL as well as the complexity of the local shelf. The768

consideration of changes to the wave climate is thus important for understanding local-scale769

hazards. For example, a change in wave direction may increase the impacts of TWLs as770
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much as a change in wave height. Furthermore, changes to the wave period drive the largest771

increase in TWLs and their resulting impacts, suggesting that future projections of this772

variable should be more heavily researched. Finally, risk-based approaches defining extreme773

water level events based on impacts rather than design events are necessary for reducing774

the exposure of communities to coastal hazards, as small changes in TWLs can drive large,775

nonlinear changes in impacts. Overall, this research provides some first steps for highlighting776

the complexities that exist when considering the impact of future TWLs along coastlines.777
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Appendix A. Hydrodynamic Datasets796

The primary tide gauge for the North Beach subcell (WA) is Westport (NOAA station797

941102) which was merged with Toke Point (NOAA station 9440910) located 20 km south.798

Before combining records, both tide gauges were decomposed into low and high frequency799

water level signals (e.g. seasonality, ηSE; monthly mean sea level anomalies, ηMMSLA; and800

storm surge, ηSS, respectively; see supporting information from [27] for a description of801

the decomposition methods). Water level components affected by regional or local forcings802

driving site-specific variations in ηMMSLA and ηSS were compared between the primary and803

secondary tide gauge records before combining. Components deterministic to the primary804

tide gauge (i.e., tides and seasonality; ηA and ηSE) were extended over the whole record805

length for the combined record.806

ηMMSLA between Westport and Toke Point tide gauges were similar, with an R2 = 0.96807

and an overall bias of less than 1 cm. The ηMMSLA were therefore combined by merging808

with no further alteration: Toke Point ηMMSLA were added to the beginning of the Westport809

ηMMSLA record. Toke Point, however, has higher magnitude ηSS than other stations in the810

region and although the Westport and Toke Point stations were well correlated (R2 = 0.94),811

there was a noticeable offset when comparing the most extreme storm surge peaks (black812

dots, Figure Appendix A.1). When the ηSS at the Westport tide gauge was greater than813

0.5 m, the ηSS at Toke Point was on average 15 cm larger, with a maximum offset of 60814

cm. In order to correct for this offset between the extreme ηSS signals at each station, a815

linear model was fit to the relationship between the two tide gauge records (blue line, Figure816

Appendix A.1).817

Toke Point ηSS was allocated into 1 cm bins from -0.8 to 1.5 m and the difference between818

the linear model fit to the joint relationship between the Westport and Toke Point tide gauge819

and a 1-to-1 model between the two tide gauges was computed for each bin (blue line and820

green line in Figure Appendix A.1, respectively). This “correction” (the difference between821

the linear model and the 1-to-1 model at each bin) was then subtracted from the Toke Point822

ηSS time series to decrease the magnitude of the signal, bringing it closer to the values of the823
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ηSS at the Westport tide gauge (red dots, Figure Appendix A.1). Each of the decomposed824

signals (i.e., ηA, ηMSL, ηSE, ηSS, ηMMSLA) were then added together to create a “combined”825

still water level record with a record length of at least 30 years at the primary tide gauge826

location.827

A combined record was also necessary at the Netarts Littoral Cell (OR) study site. The828

Garibaldi tide gauge (NOAA station 9437540), is located in Tillamook Bay, 10 km north of829

Garibaldi Bay, making it the closest tide gauge record and thus the primary tide gauge for830

the OR. It was merged with the South Beach (NOAA station 9435380) tide gauge located831

90 km south in Yaquina Bay near Newport, OR. Storm surges were well matched between832

the two tide gauges, so no linear correction, like what was used for the WA study site,833

was necessary. As in WA, components deterministic to the primary tide gauge (i.e., ηA834

and ηSE) were used over the whole record length. Each decomposed signal was merged835

between tide gauges by combining signals from the start date of the secondary tide gauge836

to the beginning of the primary tide gauge. The San Francisco tide gauge (NOAA station837

9414290) was sufficiently long, so no tide gauge merging was necessary for the San Francisco838

Littoral Cell (CA) study site.839

Appendix B. Morphologic Datasets840

In order to evaluate how the alongshore variation in beach topography affects TWLs, lidar841

from a 2002 NASA/USGS survey (for Washington and Oregon; [69]) and lidar from a 1998842

NOAA/NASA/USGS survey (for California; [70]) were interpolated to evenly spaced grids843

and morphometrics such as dune/bluff/structure crest, dune/bluff/structure toe, shoreline,844

and backshore beach slope were selected every 5-10 m in Oregon and Washington [68] and845

at a slightly courser resolution for California [65]. The shoreline was extracted from lidar846

data using the operational mean high water (MHW) elevation, which represents an average847

of MHW elevations from individual open-ocean or near-open-ocean tide gauges [98]. The848

operational MHW elevation is 2.1 m NAVD88 in NBSC and NLC and 1.46 m NAVD88849

in SFLC. The backshore beach slope (β) was computed as the best fit line between the850

dune/bluff/structure toe and the datum-based shoreline. This provides a spatially-varying,851
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Figure Appendix A.1: Comparison of storm surge (ηSS) from the primary Westport tide gauge and the

secondary Toke Point tide gauge for the North Beach Subcell, WA study site. Black dots indicate the

original ηSS signal, while red dots indicate the ηSS post-correction. The blue line represents a linear fit

between the Westport and Toke Point ηSS , while the green line represents a 1-to-1 line.
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Table Appendix B.1: Data availability of topographic beach surveys at each study site used for extracting

temporally-varying beach slopes for extreme TWL computations.

Location Dates Time Number of surveys

North Beach Subcell, WA 1997 - 2015 quarterly 72

Netarts Littoral Cell, OR 2015 - 2016 monthly 12

San Francisco Littoral Cell, CA 2004 - 2015 monthly 147

consistently-defined beach slope across all three locations. Estimates of beach slope were852

averaged over 100 m bin spacing to avoid abrupt transitions, but statistics such as the853

standard deviation, maximum, and minimum across each 100 m bin were retained for further854

analysis.855

Real-Time Kinematic- Differential Global Positioning System (RTK-DGPS) equipment856

mounted on a backpack or ATV was used to survey profiles across the beach face to the857

foredune or to the base of coastal bluffs or shore protection structures. Profile measurements858

in NBSC were surveyed on a quarterly basis from 1997 - present as part of a larger field859

monitoring program of the entire CRLC [58, 99], while measurements at SFLC were surveyed860

monthly to characterize long-term, seasonal, and storm-induced variability of the system861

from 2004 - present [55]. The NLC was surveyed monthly during the 2015/16 El Niño862

season (Table Appendix B.1).Estimates of beach slope (whether spatially or temporally863

varying) were capped at 1/8, the limit to beach slopes used during the field measurements864

for the selected runup parameterization [100].865
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